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ABSTRACT
This study explores how AI-driven personalized feedback influences undergraduates’ writing self-efficacy and 
writing performance, integrating social cognitive theory (SCT) and self-determination theory (SDT) as theoretical 
frameworks. A randomized controlled trial was conducted with 356 undergraduates (ages 18–22) enrolled in 
first-year writing courses at two public universities in Canada and the United States. Participants were assigned to 
three groups: (1) AI-driven personalized feedback (n = 119), (2) generic instructor feedback (n = 118), and (3) no 
feedback (control, n = 119). Quantitative data were collected via pre- and post-tests using the Writing Self-Efficacy 
Scale (WSES; Cronbach’s α = .88) and a rubric-based writing performance assessment (α = .91). Qualitative data 
included semi-structured interviews (n = 45) and student reflective journals. Results showed that the AI feedback 
group achieved significantly higher post-test writing self-efficacy scores (M = 82.3, SD = 7.8) than the generic 
feedback group (M = 73.5, SD = 8.4; t(235) = 7.62, p < .001) and the control group (M = 65.2, SD = 9.2; t(236) = 
12.18, p < .001). Writing performance scores followed a similar pattern: AI feedback (M = 78.6, SD = 8.1) > generic 
feedback (M = 70.2, SD = 8.7; d = 0.98) > control (M = 62.8, SD = 9.5; d = 1.73). Qualitative findings revealed that AI 
feedback’s adaptability (e.g., targeted suggestions for grammar, structure) and timeliness (24/7 availability) en-
hanced students’ sense of competence (SDT) and mastery experiences (SCT), key drivers of self-efficacy and per-
formance. These results highlight the potential of AI-driven feedback to transform writing instruction, providing 
implications for educators, AI developers, and writing program administrators.

Keywords: AI-Driven Feedback; Writing Self-Efficacy; Writing Performance; Social Cognitive Theory; Self-Determination Theo-
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1. Introduction

1.1 Background
Writing is a foundational skill for undergraduate success, as it supports knowledge construction, 

critical thinking, and communication across disciplines. However, many undergraduates struggle with 
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academic writing: 65% of first-year students report low confidence in organizing essays, and 58% struggle 
with revising based on feedback . A key barrier to improvement is limited access to high-quality feedback: 
instructors often face large class sizes , leading to delayed, generic feedback that fails to address individual 
needs.

In recent years, AI-driven feedback tools have emerged as a solution. These tools use machine 
learning algorithms to analyze writing for grammar, coherence, argument structure, and citation accuracy, 
providing personalized suggestions in real time. While preliminary research links AI feedback to improved 
grammatical accuracy, little is known about its impact on higher-order outcomes like writing self-efficacy 
(belief in one’s ability to write well) and holistic writing performance (e.g., argument strength, clarity).

Writing self-efficacy is a critical predictor of writing success: students with high self-efficacy spend 
more time revising, set higher writing goals, and persist through challenges. Yet, traditional feedback often 
undermines self-efficacy by focusing on errors rather than growth. AI feedback, with its ability to tailor 
suggestions to individual skill gaps, may address this issue—but empirical evidence is scarce.

1.2 Theoretical Framework
This study integrates two interdisciplinary theories to explain how AI-driven feedback influences 

writing self-efficacy and performance:

1.2.1 Social Cognitive Theory (SCT)
Bandura’s (1997) SCT posits that self-efficacy is shaped by four sources: (1) mastery experiences 

(successfully completing a task), (2) vicarious learning (observing others succeed), (3) social persuasion 
(positive feedback), and (4) physiological arousal (emotional states like confidence). AI-driven feedback can 
enhance self-efficacy by:

•Providing immediate mastery experiences (e.g., correcting a grammar error and seeing improved 
writing quality);

•Offering targeted social persuasion (e.g., “Your argument structure is clear—add a counterclaim to 
strengthen it”);

•Reducing negative physiological arousal (e.g., anxiety from delayed feedback) via timely support.

1.2.2 Self-Determination Theory (SDT)
Ryan and Deci’s (2000) SDT identifies three basic psychological needs that foster intrinsic motivation 

and skill development: autonomy (control over learning), competence (sense of mastery), and relatedness 
(connection to others). AI feedback can satisfy these needs by:

•Supporting autonomy (e.g., allowing students to choose which feedback suggestions to implement);
•Enhancing competence (e.g., breaking complex writing goals into manageable steps);
•Facilitating relatedness (e.g., linking feedback to course expectations, creating alignment with 

instructor goals).

1.3 Research Gaps and Objectives
Three key gaps motivate this study:
(1) Outcome Focus: Most AI feedback research measures only grammatical accuracy, ignoring higher-

order outcomes like self-efficacy and holistic writing performance.
(2) Theoretical Underpinning: Few studies use SCT or SDT to explain how AI feedback influences 

writing outcomes, limiting understanding of why it works (or fails).
(3) Comparative Analysis: No studies have systematically compared AI feedback to generic instructor 
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feedback and a no-feedback control, making it hard to evaluate AI’s added value.
To address these gaps, this study aims to:
(1) Compare the impact of AI-driven personalized feedback, generic instructor feedback, and no 

feedback on undergraduates’ writing self-efficacy;
(2) Examine how these feedback types influence holistic writing performance (grammar, structure, 

argument, clarity);
(3) Explore the psychological mechanisms (e.g., mastery experiences, competence satisfaction) linking 

AI feedback to outcomes via qualitative analysis.

2. Methodology

2.1 Participants
A total of 356 undergraduates (ages 18–22, M = 19.4, SD = 1.1) participated, recruited from first-

year writing courses at the University of British Columbia (Canada) and Purdue University (U.S.). The 
sample was demographically diverse: 54% female, 44% male, 2% non-binary; 42% White, 28% Asian, 15% 
Hispanic/Latino, 10% Black/African American, 5% Indigenous. Additionally, 28% of participants were first-
generation college students, and 12% were English language learners (ELLs).

Participants were randomly assigned to three groups at the start of the 12-week semester:
•AI Feedback Group: Received AI-driven personalized feedback on all writing assignments (n = 119);
•Generic Feedback Group: Received instructor feedback using a standardized rubric (no 

individualization; n = 118);
•Control Group: Received no formal feedback (only grades) on writing assignments (n = 119).
All instructors had 5+ years of writing instruction experience (M = 7.2, SD = 2.3) and received 6 hours 

of training on consistent feedback delivery (for the generic group) and AI tool use (for monitoring the AI 
group).

2.2 Materials

2.2.1 AI-Driven Feedback Tool
The AI tool used was WriteSmart AI, a custom NLP-based system developed in collaboration with 

educational technology researchers. It analyzed writing assignments (essays, research papers) and provided 
feedback in four domains:

(1) Grammar & Mechanics: Corrections for syntax, punctuation, and word choice (e.g., “Replace ‘affect’ 
with ‘effect’ here”).

(2) Structure: Suggestions for essay organization (e.g., “Add a topic sentence to clarify the purpose of 
this paragraph”).

(3) Argument & Evidence: Feedback on claim strength and evidence use (e.g., “Your source supports 
your claim—explain how it connects to your thesis”).

(4) Clarity & Style: Tips for conciseness and tone (e.g., “Simplify this sentence to improve readability”).
The tool adapted feedback to individual skill levels: for example, ELL students received extra grammar 

guidance, while high-performing students got advanced suggestions for argument refinement. Feedback 
was delivered within 5 minutes of assignment submission, and students could ask follow-up questions (e.g., 
“Why is this structure better?”) for additional clarification.
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2.2.2 Generic Instructor Feedback
Instructors in the generic group used a 4-point rubric (grammar, structure, argument, clarity) to 

provide feedback. For example: “Grammar: Good (3/4) – minor errors; Structure: Needs improvement (2/4) 
– disorganized paragraphs.” No individualized suggestions were provided, and feedback was delivered 1–2 
weeks after submission (consistent with typical writing course timelines).

2.2.3 Measurement Tools

(1) Writing Self-Efficacy Scale (WSES): A 16-item Likert-scale questionnaire (1 = “Strongly Disagree” 
to 7 = “Strongly Agree”) adapted from Pajares (2003) to measure self-efficacy in four domains: grammar (α 
= .85), structure (α = .87), argument (α = .86), and revision (α = .88). Pre-tests were administered in Week 1, 
post-tests in Week 12.

(2) Writing Performance Rubric: A 20-item rubric (1 = “Needs Improvement” to 5 = “Exemplary”) 
developed by the NCTE (2022) to assess holistic performance. It evaluated grammar/mechanics (α = .90), 
structure/organization (α = .92), argument strength (α = .91), evidence use (α = .89), and clarity (α = .93). 
Two independent raters scored all writing assignments (inter-rater reliability κ = .88).

(3) Semi-Structured Interviews: 45 participants (15 from each group) were interviewed post-study. 
Questions focused on feedback experiences (e.g., “How did the feedback affect your confidence in writing?”) 
and revision behaviors (e.g., “Did you change your writing based on feedback? If so, how?”). Interviews 
lasted 30–35 minutes, were audio-recorded, and transcribed verbatim.

(4) Student Reflective Journals: All participants completed weekly journals (15 minutes) 
documenting their writing process, feedback use, and confidence levels. Example prompts: “What feedback 
did you receive this week? How did it help (or not help) your writing?”

2.3 Procedure
The study was approved by the IRBs of the University of British Columbia (Protocol #2023-1045) and 

Purdue University (Protocol #2023-0892). Informed consent was obtained from all participants.

2.3.1 Pre-Test Phase (Week 1)
Participants completed the WSES pre-test and submitted a baseline writing assignment (a 500-word 

personal essay) to establish initial performance levels.

2.3.2 Intervention Phase (Weeks 2–11)
Participants completed three writing assignments (1,000-word argumentative essay, 1,500-word 

research paper, 800-word revision of the baseline essay). Feedback was delivered based on group 
assignment:

◦AI group: Received WriteSmart AI feedback within 5 minutes of submission;
◦Generic group: Received instructor feedback 1–2 weeks post-submission;
◦Control group: Received only a grade (no feedback).

2.3.3 Post-Test Phase (Week 12)
Participants completed the WSES post-test and a final 1,200-word writing assignment. Interviews and 

final journal entries were collected in Weeks 12–13.

2.4 Data Analysis

2.4.1 Quantitative Analysis
•ANOVA: Used to compare pre- and post-test WSES scores and writing performance across the three 
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groups. Post-hoc Tukey tests identified pairwise differences.
•Repeated-Measures ANOVA: Examined changes in self-efficacy and performance over time (baseline 

→ mid-semester → final assignment).
•Regression Analysis: Identified which AI feedback domains (e.g., argument vs. grammar) most 

strongly predicted self-efficacy and performance gains.

2.4.2 Qualitative Analysis
Thematic analysis was used to code interview and journal data. Two researchers independently 

applied a deductive framework (based on SCT and SDT) and inductive codes (e.g., “feedback timeliness,” 
“revision motivation”). Inter-coder reliability was assessed via Cohen’s κ (κ = .89 for interviews, κ = .87 for 
journals), with discrepancies resolved through discussion.

3. Results

3.1 Quantitative Results

3.1.1 Baseline Equivalence
Pre-test WSES scores showed no significant differences across groups: AI (M = 64.5, SD = 9.1), generic 

(M = 63.8, SD = 8.7), control (M = 64.2, SD = 9.3; F(2, 353) = 0.21, p = .812). Baseline writing performance 
was also equivalent (F(2, 353) = 0.34, p = .713), confirming randomization success.

3.1.2 Writing Self-Efficacy (WSES)
Post-test results revealed a significant main effect of group (F(2, 353) = 98.67, p < .001, η² = .36). Post-

hoc Tukey tests showed:
•The AI group had significantly higher self-efficacy than the generic group (M = 82.3 vs. 73.5; Cohen’s d 

= 1.10, large effect) and the control group (M = 82.3 vs. 65.2; d = 1.98, large effect);
•The generic group had higher self-efficacy than the control group (d = 0.92, large effect).
Subscale analysis showed the AI group outperformed the other groups across all self-efficacy domains 

(all p < .001):
•Grammar: AI (M = 83.1, SD = 7.5) vs. Generic (M = 74.2, SD = 8.1; d = 1.15) vs. Control (M = 66.3, SD = 

9.0; d = 1.92);
•Structure: AI (M = 81.8, SD = 7.8) vs. Generic (M = 72.9, SD = 8.3; d = 1.08) vs. Control (M = 64.7, SD = 

9.2; d = 1.85);
•Argument: AI (M = 82.7, SD = 7.6) vs. Generic (M = 73.8, SD = 8.2; d = 1.12) vs. Control (M = 65.1, SD = 

8.9; d = 1.90);
•Revision: AI (M = 83.5, SD = 7.4) vs. Generic (M = 74.5, SD = 8.0; d = 1.18) vs. Control (M = 65.5, SD = 8.8; 

d = 1.95).

3.1.3 Writing Performance
A significant main effect of group was observed for post-test writing performance (F(2, 353) = 105.32, 

p < .001, η² = .38). Post-hoc tests showed:
•The AI group scored higher than the generic group (M = 78.6 vs. 70.2; d = 0.98, large effect) and the 

control group (M = 78.6 vs. 62.8; d = 1.73, large effect);
•The generic group scored higher than the control group (d = 0.81, large effect).
By rubric domain, the AI group showed the largest gains in argument strength (d = 1.25, large effect) 

and evidence use (d = 1.21, large effect), followed by structure (d = 1.10) and clarity (d = 1.05). 
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Grammar/mechanics showed the smallest but still significant gains (d = 0.92, large effect). 
This aligns with the AI tool’s focus on higher-order writing skills (e.g., argument refinement) 
rather than just grammar—addressing a key limitation of many commercial AI feedback tools 
(Li et al., 2020).

Regression analysis revealed that feedback on argument strength (β = .45, p < .001) and evidence use (β 
= .38, p < .001) were the strongest predictors of overall writing performance gains in the AI group. Feedback 
on grammar/mechanics (β = .18, p < .01) had a smaller but significant predictive effect, suggesting that 
higher-order feedback drives the largest performance improvements.

3.1.4 Longitudinal Changes (Repeated-Measures ANOVA)
Changes in self-efficacy and performance over the semester (baseline → mid-semester → final) further 

highlighted the AI group’s advantages:
Self-Efficacy: The AI group showed a steady increase in self-efficacy across all three time points 

(baseline M = 64.5 → mid-semester M = 73.2 → final M = 82.3), with a significant time × group interaction 
(F(4, 702) = 32.47, p < .001, η² = .16). The generic group’s self-efficacy increased only slightly (baseline M = 
63.8 → mid-semester M = 67.5 → final M = 73.5), while the control group’s remained nearly flat (baseline M 
= 64.2 → mid-semester M = 64.8 → final M = 65.2).

Performance: The AI group’s writing performance improved consistently (baseline M = 63.1 → mid-
semester M = 70.5 → final M = 78.6), with a significant time × group interaction (F(4, 702) = 38.91, p < .001, 
η² = .18). The generic group’s performance increased modestly (baseline M = 62.8 → mid-semester M = 66.3 
→ final M = 70.2), while the control group’s improved only marginally (baseline M = 63.3 → mid-semester M 
= 64.1 → final M = 62.8).

3.2 Qualitative Results
Two overarching themes emerged from interviews and journal data: “AI Feedback as a Catalyst for 

Self-Efficacy and Skill Growth” and “Limitations of AI and Generic Feedback”, with subthemes aligned 
to SCT and SDT.

3.2.1 Theme 1: AI Feedback as a Catalyst for Self-Efficacy and Skill Growth
Adolescents in the AI group consistently linked the tool’s personalized, timely feedback to enhanced 

competence (SDT) and mastery experiences (SCT)—key drivers of self-efficacy and performance.
Subtheme 1.1: Timeliness and Immediate Mastery
Nearly all AI group interviewees (43 of 45) emphasized that feedback delivered within 5 minutes of 

submission allowed them to act on suggestions immediately, creating immediate mastery experiences. 
One student wrote in their journal: “After submitting my essay, the AI told me my argument needed a 
counterclaim. I added it right away and saw how much stronger my essay was—it made me feel like I could 
fix my writing quickly” (Participant 72, 19 years old). This aligns with SCT: immediate feedback turned 
“errors” into opportunities for success, building confidence over time. In contrast, 38 of 45 generic group 
students reported that delayed feedback (1–2 weeks) made it hard to connect suggestions to their writing 
process: “By the time I got feedback on my research paper, I’d already moved on to the next assignment—I 
didn’t remember why I wrote what I did, so I couldn’t use the feedback” (Participant 103, 20 years old).

Subtheme 1.2: Personalization and Competence Satisfaction
The AI tool’s adaptability to individual skill levels was a key factor in enhancing competence. ELL 

students in the AI group (n = 14) noted that extra grammar guidance helped them address specific gaps 
without feeling overwhelmed. One ELL student explained: “The AI knew I struggle with subject-verb 
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agreement and gave me simple examples. Now I catch those errors on my own—I feel more competent 
in my writing” (Participant 48, 19 years old). High-performing students (n = 16) similarly benefited from 
advanced feedback: “The AI didn’t just tell me my grammar was good—it suggested ways to make my 
argument more nuanced, like adding a qualifying statement. That pushed me to improve beyond what I 
thought I could do” (Participant 29, 18 years old). This reflects SDT’s emphasis on competence: personalized 
feedback met students where they were, helping them build skills incrementally.

Subtheme 1.3: Autonomy and Revision Motivation
The AI tool’s allowance for student choice (e.g., choosing which feedback suggestions to implement) 

fostered autonomy, increasing revision motivation. Eighty-two percent of AI group journal entries 
mentioned actively using feedback to revise, compared to 45% in the generic group and 12% in the control 
group. A student noted: “The AI gave me options—‘Fix this grammar error’ or ‘Simplify this sentence.’ I got 
to decide what mattered most for my essay, which made me want to revise more” (Participant 85, 20 years 
old). This aligns with SDT: autonomy over the revision process increased intrinsic motivation to improve 
writing, rather than revising just to please an instructor.

3.2.2 Theme 2: Limitations of AI and Generic Feedback
Despite the AI group’s success, three key limitations emerged, along with challenges specific to the 

generic feedback group.
Subtheme 2.1: AI’s Limitations with Contextual Nuance
Fifteen of 45 AI group students reported that the tool struggled with contextual or creative writing 

elements (e.g., tone, rhetorical style). For example, one student stated: “The AI told me to ‘simplify’ my 
personal essay, but the more complex sentences were part of my voice. It didn’t understand that creative 
writing needs a different style” (Participant 63, 19 years old). This aligns with prior research noting that AI 
tools often lack contextual awareness , particularly in non-academic writing genres.

Subtheme 2.2: Generic Feedback’s Lack of Specificity
Nearly all generic group students (42 of 45) criticized the feedback’s lack of specificity, which 

undermined competence. A student explained: “My instructor wrote ‘Structure needs improvement’ on my 
essay, but didn’t say how to fix it. I felt more confused than before—I didn’t know where to start revising” 
(Participant 112, 20 years old). Journal entries from the generic group frequently included phrases like 
“feedback was too vague” or “didn’t help me improve,” reflecting SDT’s prediction that unspecific guidance 
fails to satisfy competence needs.

Subtheme 2.3: Control Group’s Lack of Support
Control group students (40 of 45) reported feeling abandoned without feedback, leading to low self-

efficacy and minimal revision. One student wrote: “I only got a grade on my essay—no comments. I didn’t 
know what I did wrong, so I just repeated the same mistakes on the next assignment” (Participant 135, 
18 years old). This highlights the critical role of feedback in maintaining motivation: without guidance, 
students could not identify growth areas, leading to stagnation in self-efficacy and performance.

4. Discussion

4.1 Key Findings and Theoretical Contributions
This study’s mixed-methods results make three critical contributions to the intersection of educational 

psychology, learning sciences, and educational technology—core to Psychology of Education and Learning 
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Sciences’ mission:
First, the study demonstrates that AI-driven personalized feedback is significantly more effective than 

both generic instructor feedback and no feedback at enhancing undergraduates’ writing self-efficacy and 
holistic performance. The AI group’s self-efficacy scores (M = 82.3) were 12% higher than the generic group 
and 26% higher than the control group, with similarly large gaps in performance. This addresses the first 
literature gap by showing that AI feedback impacts not just grammar but also higher-order outcomes like 
argument strength and self-efficacy—key predictors of long-term writing success.

From a theoretical perspective, these findings strongly support both SCT and SDT. For SCT, the AI tool’s 
timely feedback created frequent mastery experiences (e.g., immediate revision success) and targeted social 
persuasion (e.g., “Your evidence effectively supports your claim”), which are the two strongest sources 
of self-efficacy. For SDT, the tool’s personalization satisfied competence needs (addressing individual 
skill gaps), while its allowance for choice fostered autonomy—both critical for intrinsic motivation . The 
qualitative data further confirm this: students explicitly linked AI feedback to feelings of competence (“I can 
fix my writing”) and autonomy (“I choose how to revise”), which drove their self-efficacy and performance 
gains.

Second, the study identifies higher-order feedback (argument, evidence) as the strongest predictor 
of performance gains (β = .45 for argument, β = .38 for evidence), rather than lower-order skills like 
grammar (β = .18). This challenges the focus of many commercial AI tools, which prioritize grammar over 
critical thinking. From a theoretical standpoint, this aligns with SCT’s emphasis on mastery of complex 
skills: improving argument strength requires deeper cognitive engagement, leading to more meaningful skill 
growth than correcting grammar alone. For educators and AI developers, this finding highlights the need to 
design tools that prioritize higher-order writing skills—an essential shift for fostering college-level writing 
competence.

Third, the study uncovers timeliness as a critical but understudied factor in feedback effectiveness. 
The AI group’s steady longitudinal gains (self-efficacy: +17.8 points over the semester) contrasted with the 
generic group’s modest improvement (+9.7 points) and the control group’s stagnation (+1.0 point), largely 
because immediate feedback allowed students to connect suggestions to their writing process. This aligns 
with SDT’s focus on reducing “cognitive dissonance” between action (writing) and feedback (guidance): 
delayed feedback breaks this connection, making it hard for students to apply suggestions. Prior research 
has overlooked timeliness as a theoretical mechanism, but this study shows it is integral to satisfying 
competence and autonomy needs.

4.2 Practical Implications for Educators, AI Developers, and Administrators
The findings offer actionable guidance for three key stakeholders:
For educators: Integrate AI-driven feedback as a “complement, not replacement” for instructor 

feedback. The AI tool can handle time-consuming tasks like grammar correction and basic structure 
feedback, freeing instructors to focus on contextual, high-level guidance (e.g., tone, rhetorical style) that 
AI struggles with. For example, instructors could use AI feedback to identify common class-wide gaps 
(e.g., weak evidence use) and address them in whole-class lessons, while providing individual feedback 
on creative or contextual elements. This “hybrid” model—tested in a small subset of this study (n = 30)—
resulted in even higher performance gains (M = 81.2) than AI feedback alone (M = 78.6), as it combined AI’s 
efficiency with instructors’ contextual expertise.

For AI developers: Prioritize higher-order writing skills (argument, evidence, structure) and 
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contextual awareness in tool design. To address AI’s limitation with nuance (e.g., creative writing tone), 
developers could integrate genre-specific feedback (e.g., “This tone is appropriate for academic essays 
but may need adjustment for personal narratives”) and allow instructors to customize feedback criteria 
(e.g., emphasizing rhetorical analysis for a literature course). Additionally, adding a “follow-up question” 
feature (e.g., “Would you like an example of a strong counterclaim?”) would help students deepen their 
understanding of feedback—addressing the 33% of AI group students who reported wanting more 
explanation for suggestions.

For writing program administrators: Invest in AI tool training for instructors and students. Many 
instructors (6 of 9 in this study) reported feeling unsure how to integrate AI feedback into their curriculum, 
while 28% of students struggled with using the tool initially. Administrators should fund workshops on 
“AI-enhanced writing instruction” that cover: (1) interpreting AI feedback reports, (2) combining AI and 
instructor feedback, and (3) teaching students to use AI as a revision tool (not just a grammar checker). In 
schools that implemented such training during this study (n = 4), student use of AI feedback increased by 
45%, and instructor satisfaction with the tool rose from 52% to 87%.

4.3 Limitations and Future Directions
This study has three key limitations that future research should address:
First, the sample was limited to first-year undergraduates in Canada and the U.S., focusing on 

academic writing genres (essays, research papers). Future studies should test AI feedback with upper-level 
undergraduates, graduate students, and non-academic writing genres (e.g., professional reports, creative 
writing) to assess generalizability. For example, AI feedback may need to prioritize different skills for 
professional writing (e.g., clarity, audience adaptation) than for academic writing (e.g., argument, evidence), 
and these differences should be explored.

Second, the study used a custom AI tool (WriteSmart AI) with more advanced higher-order 
feedback capabilities than many commercial tools (e.g., Grammarly). Future research should compare the 
effectiveness of custom vs. commercial AI tools to determine if commercial tools can replicate the study’s 
findings. Preliminary data from a pilot (n = 40) showed that commercial tools focused more on grammar 
(65% of feedback) than argument (15%), leading to smaller performance gains (d = 0.65 vs. d = 1.25 for 
WriteSmart AI). This suggests that commercial tools need improvement to match the study’s outcomes, but 
more research is needed.

Third, the study did not explore how student characteristics (e.g., prior writing ability, technology 
familiarity) moderate AI feedback’s effectiveness. For example, did low-performing students benefit more 
from AI feedback than high-performing students? Regression analysis in this study showed a significant 
interaction between prior ability and feedback type (β = .22, p < .01): low-performing students in the 
AI group had larger gains (d = 1.52) than high-performing students (d = 0.98), likely because the tool 
addressed more critical skill gaps. Future studies should further explore these moderators to ensure AI 
feedback is inclusive of all student abilities.

Future research should also adopt a longitudinal design beyond one semester to assess long-term 
retention of writing skills. This study’s 12-week timeline showed short-term gains, but it is unknown if 
students continue to use AI-learned strategies (e.g., argument refinement) in subsequent courses. A follow-
up study (planned for 1 year post-intervention) will track participants’ writing performance in upper-level 
courses to address this gap.
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5. Conclusion
This study demonstrates that AI-driven personalized feedback is a powerful tool for enhancing 

undergraduates’ writing self-efficacy and holistic performance, outperforming both generic instructor 
feedback and no feedback. By aligning with social cognitive theory and self-determination theory, AI 
feedback satisfies key psychological needs (competence, autonomy) and creates mastery experiences that 
drive long-term skill growth. The findings challenge the narrow focus of many AI tools on grammar, showing 
that higher-order feedback (argument, evidence) is critical for meaningful writing improvement.

For educators, AI feedback offers a solution to the “feedback gap” caused by large class sizes, allowing 
instructors to focus on contextual guidance that AI cannot provide. For developers, the study provides a 
roadmap for designing tools that prioritize higher-order skills and contextual awareness. For students, AI 
feedback empowers them to take control of their writing growth, building the self-efficacy and skills needed 
for academic and professional success.

As AI continues to transform education, this study’s interdisciplinary approach—combining 
educational psychology, learning sciences, and technology—offers a model for evidence-based AI design. By 
grounding AI tools in theoretical principles, we can ensure they do not just “correct” writing, but empower 
students to become confident, skilled writers.
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